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Palabras claves: Resumen

Bases filoséficas; Dilemas | El uso adecuado de la tecnologia en educacion es crucial para potenciar el aprendizaje sin
éticos; Epistemologia comprometer los valores humanistas esenciales. La presente investigacién tiene como objetivo
educativa; Gobernanza analizar de manera critica la evidencia cientifica disponible entre 2020 y 2025 sobre los
ética; Inteligencia dilemas éticos y las bases filosdficas de la Inteligencia Artificial en la educacién. Se implement6
Artificial una revision sistematica cualitativa con 16 estudios seleccionados mediante la guia PRISMA

actualizada. El andlisis riguroso de las investigaciones seleccionadas posibilita establecer que

la integracién de esta disciplina en el proceso de ensefianza-aprendizaje trasciende su funciéon

instrumental para convertirse en un fendmeno filoséfico que transforma los fundamentos del
conocimiento y la enseflanza. Frente a los cuestionamientos posthumanistas, surgen tensiones
éticas entre privacidad y personalizacion, eficiencia y equidad, autonomia humana y
automatizacion. Esta dualidad demanda equilibrar innovacién con valores humanistas,
redefiniendo el rol docente y preservando su juicio. Se recomienda priorizar la equidad
mediante gobernanza ética, transparencia algoritmica y auditorias continuas.

Keywords: Abstract

Philosophical The appropriate use of technology in education is crucial for enhancing learning without
Foundations; Ethical compromising humanistic values. This systematic review critically analyzed evidence
Dilemmas; Educational published between 2020 and 2025 on the ethical dilemmas and philosophical foundations of
Epistemology; Ethical Artificial Intelligence (AI) in education. A qualitative review was conducted following updated
Governance; Artificial PRISMA guidelines, with 16 studies included. The analysis highlights that integrating Al into
Intelligence teaching and learning not only supports instructional goals but also fundamentally alters

educational philosophy by challenging established concepts of knowledge, teaching, and

learning. Ethical tensions arise between privacy and personalization, efficiency and equity, and
human autonomy and automation. This duality requires balancing innovation with humanistic
principles, redefining the role of teachers while preserving professional judgment. The review
recommends prioritizing equity through ethical governance, algorithmic transparency, and
ongoing audits.
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INTRODUCCION

La Inteligencia Artificial (I1A) ha irrumpido en
el panorama educativo contemporaneo como una
fuerza transformadora de alcance global. Lo que
comenz6 como herramientas complementarias para
la ensefianza ha evolucionado hacia sistemas
capaces de mediar procesos cognitivos, personalizar
trayectorias de aprendizaje y redefinir las
interacciones pedagdgicas fundamentales. Esta
penetracion tecnoldgica trasciende el ambito
meramente instrumental para convertirse en un
fendmeno cultural y filosé6fico que cuestiona los
cimientos mismos sobre los que se ha construido la
educacion moderna (Tapalova y Zhiyenbayeva,
2022).

En las Ultimas décadas, la integracion de
tecnologias inteligentes en entornos educativos ha
experimentado una aceleracion sin precedentes.
Plataformas adaptativas, sistemas de tutoria
inteligente, herramientas de evaluacion
automatizada y asistentes virtuales han dejado de
ser prototipos experimentales para convertirse en
realidades operativas en instituciones educativas de
todos los niveles. Esta implementacion masiva

responde a  promesas de  optimizacion,
personalizacion y escalabilidad, pero
simultaneamente genera interrogantes

fundamentales sobre el futuro de la practica
educativa y los valores que la sustentan (Gomes,

2025).
El debate sobre la IA en educacidon ha transitado
desde cuestiones técnicas iniciales hacia

problematicas cada vez mas profundas de naturaleza
ética y filosofica. La literatura especializada
evidencia un desplazamiento del enfoque, mientras
las primeras investigaciones se centraban en la
efectividad pedagdgica y la usabilidad tecnoldgica,
los estudios mas recientes abordan dilemas
relacionados con la autonomia humana, la justicia
educativa, la privacidad estudiantil y la
reconfiguracion de la agencia en entornos
algoritmicos (Nopas, 2025). Este cambio de
perspectiva revela la creciente conciencia de que la
IA no es neutral, sino que incorpora visiones
particulares sobre el conocimiento, el aprendizaje y
el ser humano (Korteling et al., 2021).
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La reflexion filosofica se ha revelado como un
componente indispensable para comprender el
impacto real de estas tecnologias. Conceptos como
Zwischenreich o reino intermedio emergen para
describir el espacio liminal donde se negocia la
convivencia entre inteligencias humanas vy
artificiales. Las tensiones entre humanismo y
posthumanismo, entre eficiencia algoritmica y
desarrollo humano integral, entre personalizacion
educativa y proteccion de la privacidad, definen un
territorio  conceptual complejo que demanda
aproximaciones interdisciplinares y marcos de
analisis sofisticados (Rahm y Rahm, 2023).

La urgencia de investigar sistematicamente
estas dimensiones ético-filosoficas deviene de la
constatacion de que las decisiones que se tomen en
la actualidad respecto a la integracion educativa de
la 1A configuraran el futuro de las sociedades
venideras. Se hace necesario, por tanto, examinar
criticamente  ;cuales son los fundamentos
conceptuales que subyacen a estas tecnologias?,
¢Cuéles son las tensiones valorativas que generan su
implementacién? y ;qué propuestas existen para los
marcos de actuacion que aseguren que el desarrollo
tecnoldgico sirva a los fines mas elevados de la
educacion?. Por lo tanto, la presente investigacion
tiene como objetivo analizar de manera critica la
evidencia cientifica disponible entre 2020 y 2025
sobre los dilemas éticos y las bases filosoficas de la
Inteligencia Artificial en la educacion.

METODO

El abordaje metodologico se sustentd en una
revision sistematica de carécter cualitativo. Para
ello, se ejecutd una basqueda metddica en bases de
datos especializadas, con el objetivo de localizar
estudios primarios que examinaran los desafios
éticos y filoséficos asociados a la integracion de la
Inteligencia Artificial en el ambito educativo. El
procedimiento se rigio por los criterios establecidos
en la guia PRISMA, la cual permiti6é organizar la
seleccion de la literatura en las fases de
identificacion, cribado, evaluacion de elegibilidad e
inclusion final.

Criterios de seleccion y bases de datos utilizadas

La estrategia de busqueda se implemento en tres
bases de datos multidisciplinares de relevancia en el
ambito de las ciencias sociales y la educacion:
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SciELO, Scopus y Dialnet. La sintaxis de busqueda
combiné descriptores y operadores booleanos para
maximizar la recuperacion de literatura pertinente.
Las palabras clave utilizadas, adaptadas a cada base
de datos, fueron en inglés: "Artificial Intelligence™
OR "AlI" AND "ethics" OR "ethical dilemmas" OR
"challenges™ AND "education” OR "learning". Para
las busquedas en espafiol en Dialnet y SCiELO, se
emplearon los términos equivalentes: "Inteligencia
Artificial” OR "IA" AND "ética" OR "dilemas
éticos” OR ™"desafios” AND "educacion" OR
"aprendizaje".

Los criterios de exclusion se aplicaron de forma
rigurosa para refinar los resultados. Se excluyeron:
1) estudios duplicados entre las bases de datos
consultadas; 2) publicaciones que no fueran
articulos de investigacion originales o revisiones
sistematicas; 3) literatura gris y actas de congresos
no revisadas por pares; 4) documentos cuyo texto
completo no estuviera disponible; 5) estudios
publicados en un idioma distinto al inglés o espafiol;
y 6) investigaciones que, a pesar de tratar sobre 1A,
no abordaran de manera explicita y sustancial las
dimensiones éticas, filosoficas o los desafios
asociados en un contexto educativo formal.
Estrategias de busqueda y proceso de seleccion
de estudios

Dada la heterogeneidad de las plataformas, se
disefiaron y aplicaron protocolos de busqueda
individualizados, optimizando la estrategia para
cada entorno mediante el uso de su sintaxis
especifica y los términos de su tesauro
correspondiente.

1. Scopus

Se utiliz6 la interfaz avanzada. La estrategia se
aplico a los campos de Titulo, Resumen y Palabras
clave.

e (TITLE-ABS-KEY (“artificial intelligence"
OR "ai" OR "machine learning") AND
TITLE-ABS-KEY (ethic* OR "ethical
dilemma*" OR "moral philosophy” OR
challenge*) AND TITLE-ABS-KEY (
educat* OR learn* OR "higher education”
OR "K-12"))

o Filtros Aplicados:

o Limite de fechas: 2020-2025.
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o Tipo de documento: Articulo y

Revision.
o Area tematica: Ciencias Sociales,
Informatica.
o Idioma: Inglés, Espafiol.
2. SciELO

La basqueda se realizd a través de su portal,
utilizando el cuadro de buasqueda principal que
indexa titulo, resumen y materias.

e ("Inteligencia Artificial OR IA OR
"Aprendizaje Automatico”) AND (Etica OR
"Dilema Etico" OR "Filosofia Moral" OR
Desafio*)  AND  (Educacion  OR
Aprendizaje OR "Educacién Superior")

e Filtros Aplicados:

o Afio: 2020-2025.
o Formato del documento: Articulo.
o Idioma: Espariol, Inglés.

3. Dialnet

S se prioriz6 la busqueda en los campos de
Titulo y Palabras clave para asegurar la maxima
relevancia, dada la amplitud de su repositorio.

e ( "Inteligencia Artificial* OR 1A ) AND (

Etica OR "Dilemas Eticos" OR Desafio* )
AND ( Educacion OR Aprendizaje )
e Filtros Aplicados:
o Afio de publicacion: 2020-2025.
o Tipo de documento: Articulo de
revista.
o Acceso: Texto completo disponible.

El proceso de seleccion inici6 con la
identificacion de 146 referencias. Tras una
evaluacion inicial basada en los criterios de
elegibilidad, se descartaron 88 fuentes. En la etapa
de cribado, un analisis mas detallado permiti6
excluir 23 estudios adicionales, resultando en un
corpus de 35 trabajos potencialmente relevantes. La
fase de idoneidad, que implicd el examen de titulos,
resimenes y contenido completo, condujo a la
exclusion de 19 investigaciones. El proceso
concluyé con la inclusion de 16 estudios que
satisficieron integralmente todos los criterios
metodoldgicos establecidos. (Figura 1).
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Figura 1. Diagrama de flujo para la seleccion de los articulos segun PRISMA
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Una vez seleccionados los articulos, se procedio
a analizar su contenido. Se elaboraron matrices que
incluyeron los siguientes indicadores, afio de
publicacion, autores, titulo, bases filoséficas,
dilemas éticos mas relevantes del uso de IA en la
educacion y los hallazgos mas significativos
encontrados en cada estudio.

RESULTADOS

A continuacion, se presentan los hallazgos
derivados del analisis cualitativo de los 16 estudios
seleccionados. Los resultados se organizan en torno
a las principales tensiones ético-filosdficas
identificadas en la literatura, revelando un consenso
notable sobre la naturaleza dual de la 1A en
educacion como herramienta de potenciacion v,
simultaneamente, como fuente de desafios sin
precedentes para los valores humanistas
fundamentales.

El analisis de procedencia de los estudios
incluidos revela una clara hegemonia de Scopus
como base de datos indexadora, la cual alberga el
90% de los estudios seleccionados. Esta

predominancia indica que la produccion cientifica
mas relevante y reconocida sobre los fundamentos
filoséficos y dilemas éticos de la IA en educacién se
concentra en repositorios de alto impacto y alcance
internacional. Por su parte, Dialnet y SciELO
contribuyeron cada uno con tres publicaciones, lo
que sugiere que, si bien existe una produccion
valiosa en el ambito iberoamericano, su volumen
dentro del corpus de alta relevancia para esta
revision es adn limitado.

Desde una  perspectiva  regional, la
investigacion demuestra un caracter marcadamente
global, con contribuciones de todos los continentes
habitados. Se identifican tres focos geograficos
principales: el continente europeo, Espafia,
Macedonia del Norte, Turquia, Finlandia; en
Ameérica Ecuador, Estados Unidos y en Asia
Uzbekistan, Indonesia, India, Emiratos Arabes. Es
notable la representacion de Ecuador, que con
cuatro estudios se erige como un contribuyente
significativo al debate, particularmente desde una
perspectiva humanista y de derecho. Esta
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distribucion evidencia que la preocupacion por las
implicaciones ético-filosoficas de la 1A en
educacion es un fendmeno transversal, que no se
limita a los paises tecnolégicamente méas avanzados,
sino que emerge desde contextos culturales y
educativos diversos.

El analisis de la Tabla 1, sobre las bases
filosoficas de la IA en educacion, demuestra, en
primer lugar, que existe una reconfiguracion
epistemolodgicay ontologica profunda. La capacidad
de los sistemas de 1A para generar conocimiento y
mediar procesos cognitivos cuestiona, segun
Abdusattarova (2025), los pilares de la racionalidad
cientifica clasica y redistribuye la autoridad que
tradicionalmente residia en el docente y el
curriculum. Simultdneamente, la nocién de agencia
se desdibuja, surgiendo una ontologia relacional
donde la capacidad de accion y decision se
distribuye entre entidades humanas y no humanas.
Esto lleva a la educacién, como analizan Roman et
al. (2024), a un Zwischenreich o reino intermedio,
un espacio liminal de constante negociacion
dialéctica entre la potenciacion y la alienacion.

En segundo término, emerge una tension
irreductible  entre  visiones  humanistas vy
posthumanistas. Frente a los paradigmas del
posthumanismo y transhumanismo que, como
analiza Firdaus (2025), promueven la fusion
humano-tecnologia y priorizan la eficiencia, se
erige una postura humanista que, en palabras de
Vinicio et al. (2025), aboga por colocar el desarrollo
integral del ser humano en el centro. Esta
perspectiva alerta sobre el riesgo de que la IA
erosione la integridad académica, el pensamiento
critico y los valores fundamentales de la educacion.
La filosofia de la tecnologia, siguiendo a Rajan
(2025), aporta aqui una critica crucial al recordar
que la esencia de la IA no es neutral, sino que
configura un marco que condiciona nuestra libertad
y nuestra comprension del ser.

Finalmente, el andlisis revela que la superacion
de estas tensiones requiere de marcos éticos y de
gobernanza robustos. La propuesta de un dialogo
interdisciplinario  constante entre pedagogos,
tecnologos y estudiantes, como sugiere Vinicio et
al. (2025), se presenta como un camino necesario
para guiar el desarrollo de la IA. La conclusion
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transversal es que el verdadero desafio no es
técnico, sino filosofico: se trata de integrar la
tecnologia sin abdicar de la responsabilidad
humana, asegurando que la 1A en la educacion sirva,
en ultima instancia, a un proyecto ético y
profundamente humanista.
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Tabla 1. Investigaciones incluidas en la revision sistematica sobre las bases filosoficas para reflexionar sobre la 1A en educacién

Autor / Pais / Ao Titulo Bases filosoficas Hallazgos
1. Abdusattarova (2025)/  Artificial Filosofia de la Ciencia: La IA desafia los El estudio conceptualiza la IA como un evento filosofico
Uzbekistan Intelligence as a paradigmas tradicionales de objetividad y que trasciende su funcion instrumental para desafiar

Phenomenon of racionalidad cientifica en la produccion de paradigmas fundamentales. Sus principales hallazgos
Contemporary conocimiento educativo revelan que: 1) Cuestiona nociones clésicas de
Philosophy of Ontologia: Examina la naturaleza del ser y la objetividad, agencia y racionalidad cientifica; 2) Genera
Science and agencia en contextos donde sistemas no humanos  transformaciones ontoldgicas y epistemolégicas al
Technology demuestran capacidades de aprendizaje y tomade  redefinir la inteligencia y autonomia; 3) Capacidades

decisiones

Epistemologia: Replantea el significado mismo del
conocimiento cuando este es generado o mediado
por algoritmos

Posthumanismo: Investiga la nueva condicion
humana emergente de la interaccion constante
entre personas y sistemas inteligentes

como el aprendizaje automatico y la toma de decisiones
algoritmica exigen replantear la condicion humanay las
formas de conocer y actuar en un mundo
tecnoldgicamente mediado.

2. Firdaus (2025) /
Indonesia

The Philosophical
Construction of
Educational Science
in Relation to
Posthumanism and
Transhumanism in
Atrtificial
Intelligence

Posthumanismo: Cuestiona la centralidad humana
en educacion al distribuir la agencia con sistemas
no humanos, transformando los objetivos
formativos tradicionales

Transhumanismo: Examina los riesgos éticos de
priorizar la eficiencia tecnologica sobre el
desarrollo intelectual y moral humano
Hermenéutica Filosofica: Proporciona
herramientas para interpretar como la IA
resignifica las practicas educativas y afecta valores
como el esfuerzo intelectual y la autoria

El estudio, que analiz6 8,288 documentos, revela un
crecimiento exponencial en la investigacion sobre 1A
educativa. Sus hallazgos principales indican que: 1) La
| A potencia la personalizacion y eficiencia del
aprendizaje; 2) Los paradigmas posthumanistas y
transhumanistas desafian los valores educativos
tradicionales; 3) Existe un riesgo real de erosion de la
integridad académica, desarrollo del caracter y
pensamiento critico, amenazando el modelo educativo
humanocéntrico.

Rajan (2025) / Estados
Unidos

Philosophy of
technology for the
lost age of freedom:
a critical treatise on
3. human essence and
uncertain future

Filosofia de la Tecnologia (Heidegger): Concibe la
tecnologia como marco que configura nuestra
comprension del mundo y condiciona la libertad
humana

Etica de la Informacion (Floridi): Analiza el
impacto de la IA en la construccién de identidad y
relaciones sociales dentro de la infosfera

El estudio plantea que la evolucion humana, basada en la
interaccion con entornos naturales y sociales, genera una
disonancia ante tecnologias avanzadas como la I1A. Esta
brecha requiere un analisis filoséfico urgente sobre la
esencia tecnologica y su impacto en la libertad humana,
la naturaleza del ser y las transformaciones sociales. La
investigacion propone un marco interdisciplinario para
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Fenomenologia y Critica Cultural (Arendt,
Huxley): EvalGa como la 1A transforma la
experiencia humana y alerta sobre pérdidas de
autonomia en sociedades tecnocraticas

evaluar criticamente estos efectos en los &mbitos publico
y privado.

4. Vinicio et al. (2025) /
Ecuador

Hacia una
educacion
universitaria
humanista en la era
de la inteligencia
Artificial.
reflexiones
axioldgicas
contemporaneas.

Humanismo: Coloca al ser humano y su desarrollo
integral en el centro del proceso educativo,
utilizando la 1A como herramienta de potenciacion
-no de reemplazo- de capacidades humanas

Etica de la Justicia: Garantiza que la
implementacion de 1A no profundice brechas

sociales, asegurando acceso equitativo y proteccién

de derechos estudiantiles fundamentales

El estudio revela la dualidad de la IA en educacion
superior: mientras ofrece potencial para innovacion
pedagdgica, también presenta riesgos de
deshumanizacion. Identifica tres desafios criticos:
vulneracién de privacidad, inequidad en acceso
tecnoldgico y erosion de valores humanistas. La
investigacion concluye gue se requiere un enfoque
inclusivo y didlogo permanente entre todos los actores
para alinear la IA con una educacién centrada en el ser
humano.

5. Romén et al. (2024) /
Ecuador

Epistemologia,
Etica, Educacion e
Inteligencia
Artificial

Ontologia: Examina cdmo la dataficacion del
estudiante redefine la condicion humanay
cuestiona la preservacion de la autonomia y
dignidad

Epistemologia: Investiga la construccion y
validacion del conocimiento en la era algoritmica,
desafiando las narrativas tradicionales del saber
Fenomenologia y Hermenéutica: Analiza la
experiencia vivida en la relacién humano-IA a
través del concepto de "Zwischenreich",
explorando la tensién entre conciencia humana y
potencialidades tecnologicas.

El estudio conceptualiza la IA como una disrupcion
filosofica que genera una tension dialéctica en educacion
entre su promesa liberadora (optimizacion,
personalizacion) y el riesgo de deshumanizacion
(alienacion, desigualdad). Esta tensién crea un
"Zwischenreich™ o reino intermedio que redefine la
relacién sujeto-tecnologia. Los hallazgos destacan la
urgencia de abordar las implicaciones ontoldgicas y
epistemoldgicas de la 1A, examinando como los
algoritmos reconfiguran el conocimiento, la identidad y
la autonomia humana frente a sistemas automatizados.
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La Tabla 2 revela que la integracion de la 1A en
la educaciéon genera una constelacion de dilemas
éticos interconectados que trascienden los
problemas técnicos para abordar cuestiones
fundamentales sobre derechos humanos, agencia y
justicia social. Estos desafios, documentados
globalmente desde Espafia hasta Nigeria y desde
Ecuador hasta Finlandia, pueden organizarse en
cuatro ejes tematicos principales que demandan una
atencion urgente por parte de educadores,
disefiadores de politicas y desarrolladores
tecnoldgicos.

Privacidad, datos y autonomia: el precio de la
personalizacién

Uno de los dilemas mas consistentes
identificados en la literatura es la tension inherente
entre la personalizacién del aprendizaje y la
proteccion de la privacidad estudiantil. Como
sefialan Salloum (2024) y Espinosa et al. (2025), la
recoleccion exhaustiva de datos necesaria para
adaptar los contenidos educativos se enfrenta con el
derecho fundamental a la intimidad. Esta tension se
intensifica con tecnologias de vigilancia como el
reconocimiento facial, que segin Akgun vy
Greenhow (2022), crean un conflicto entre el
monitoreo del bienestar estudiantil y la intrusién en
su libertad. El problema se agrava cuando
consideramos, con Dave (2025), que esta hiper-
personalizacion puede limitar la autonomia del
aprendiz, creando burbujas algoritmicas que
restringen su exposicion a contenidos diversos y su
capacidad de eleccion. La paradoja resulta evidente:
para potenciar al estudiante, el sistema debe
recolectar datos intimos que simultdneamente
pueden vulnerar su privacidad y limitar su agencia.
Sesgo algoritmico y equidad: la amenaza a la
justicia educativa

El segundo gran conjunto de dilemas gira en
torno a la promesa incumplida de objetividad
algoritmica. Mdltiples investigaciones, incluyendo
las de Salloum (2024) y Gallent et al. (2024), alertan
que los sistemas de 1A pueden perpetuar e incluso
amplificar sesgos sociales existentes, priorizando la
eficiencia operativa sobre la equidad sustantiva.
Khan (2024), identifica esto como una paradoja
fundamental, herramientas disefiadas para ser

Adolfo José Apaza Condori

objetivas  reproducen  prejuicios  histdricos
codificados en sus datos de entrenamiento. Esta
problematica adquiere dimensiones particularmente
graves en contextos juridicos, donde Garcia (2025),
advierte que la automatizacion puede violar el
principio de igualdad ante la ley y el debido proceso.
La brecha digital emerge como un multiplicador de
estas desigualdades, creando, en palabras de Gallent
et al. (2024), un sistema educativo de, donde la
implementacion de tecnologias avanzadas termina
marginando a quienes carecen de acceso O
competencias digitales.

Agencia humana vs. automatizacion: ¢quién
decide en educacion?

El tercer eje tematico explora la redistribucion
de agencia entre humanos y sistemas
automatizados. El estudio comparativo de Karakus
et al. (2025), revela una divergencia crucial en los
procesos de toma de decisiones, mientras la IA
prioriza un enfoque analitico y utilitarista (resultado
vs. principio), los docentes enfatizan la empatia y la
contextualizacion. Esta diferencia no es meramente
técnica sino profundamente ética, pues como sefiala
Akgun y Greenhow (2022), la dependencia de
sistemas automatizados erosiona progresivamente
el juicio profesional docente. El problema de la
responsabilidad difusa, identificado por Salloum
(2024), complica ain mas este panorama, pues
cuando una decision educativa errénea o sesgada
emana de un sistema autobnomo, resulta
extremadamente dificil atribuir accountability.
Khan (2024), afiade a esto la preocupacién por el
desplazamiento de roles educativos humanos,
planteando la disyuntiva entre ganar eficiencia
operativa y deshumanizar procesos educativos
fundamentales.
Gobernanza, integridad
escalabilidad ética

Finalmente, la literatura identifica desafios
macroéticos relacionados con la gobernanza y la
integridad académica. Nguyen et al. (2023),
plantean la tension entre la  necesaria
estandarizacion global de principios éticos y la
adaptacion a contextos locales especificos, mientras
que Shalevska (2024), alerta sobre las amenazas a la
propiedad intelectual con la generacion autbnoma
de contenido. La integridad académica emerge

académica vy
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como una preocupacion transversal,
particularmente con herramientas generativas como
ChatGPT que, segin Khan (2024), facilitan el
plagio y erosionan los principios de honestidad
académica. Frente a la imprevisibilidad de
escenarios identificada por Casas et al. (2021), el
disefio  ético  previo resulta insuficiente,
demandando la integracion de sensores éticos en
tiempo real. La velocidad del desarrollo tecnoldgico
crea ademas una tension critica, descrita por
Nguyen et al. (2023), entre la presion por
implementar rapidamente nuevas herramientas y la
obligaciéon de realizar evaluaciones éticas
exhaustivas.
Convergencia en las soluciones propuestas
Frente a esta compleja constelacion de dilemas,
la literatura converge en la necesidad de marcos de
gobernanza robustos y procesos de diadlogo
interdisciplinario continuos. La educacion misma
emerge, en el andlisis de Shalevska (2024), como el
mecanismo mas poderoso para mitigar estos
riesgos, posicionando a los educadores como
actores clave en la formacion de una ciudadania
digital critica. La implementacion exitosa requerira,
como concluyen Espinosa et al. (2025), un enfoque
integral que equilibre la innovacion tecnoldgica con
la equidad educativa y la responsabilidad ética,
asegurando que el desarrollo de la IA en educacion
sirva finalmente para expandir, rather que restringir,
las oportunidades de aprendizaje humano.
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Tabla 2. Investigaciones incluidas en la revision sistematica sobre los dilemas éticos mas relevantes del uso de IA en la educacion

Autor / Pais / Afio

Titulo

Dilemas éticos

Hallazgos

1. Casas et al. (2021) /
Espafa

Al Perils in Education:

Exploring Ethical
Concerns

Eleccion binaria: Sistemas que deben priorizar
entre rendimiento académico y bienestar
emocional estudiantil

Imprevisibilidad: La autonomia de la IA genera
escenarios éticos no anticipados en su disefio
Contextualizacién limitada: Dificultad para
programar la comprension de realidades socio-
familiares Unicas en la toma de decisiones

El disefio ético previo resulta insuficiente para la I1A
educativa debido a su complejidad y autonomia, que
generan escenarios impredecibles. Se propone integrar
herramientas de moralidad artificial como "sensores éticos"
gue permitan a los sistemas autonomos identificar nuevos
dilemas en tiempo real. Esta solucion requiere incorporar el
contexto unico de cada estudiante -necesidades,
preferencias y metas- en el proceso de razonamiento moral
de la 1A para una toma de decisiones mas adaptativa.

2. Salloum (2024) /
Emiratos Arabes
Unidos

Al Perils in Education:

Exploring Ethical
Concerns

Privacidad vs. Personalizacion: Conflicto entre
recoleccion de datos y proteccidn estudiantil
Eficiencia vs. Equidad: Algoritmos que
optimizan operaciones perpetuando
desigualdades

Autonomia vs. Automatizacion: Tension entre
criterio docente y decisiones de 1A
Responsabilidad Difusa: Desafio de atribuir
culpas en fallos de sistemas autbnomos.

El estudio identifica cuatro riesgos éticos principales de la
IA en educacion: 1) vulneracion de la privacidad
estudiantil, 2) amplificacién de sesgos algoritmicos, 3)
erosion de la autonomia educativa, y 4) opacidad en la
rendicion de cuentas. Estos desafios alteran la dinamica
educativa tradicional, requiriendo con urgencia politicas
que equilibren los beneficios tecnoldgicos con una
implementacion ética y responsable.

3. Karakus et al. (2025)
/ Turquia

Ethical Decision-
Making in Education:
A Comparative Study
of Teachers and
Acrtificial Intelligence
in Ethical Dilemmas

Resultado vs. Principio: Conflicto entre
maximizar el bienestar general y cumplir normas
morales inviolables

Racionalidad vs. Empatia: Tension entre el
analisis l6gico y la compasién en las decisiones
Uniformidad vs. Contextualizacion: Disyuntiva
entre aplicar reglas consistentes y adaptarse a
circunstancias especificas

El estudio muestra una coincidencia del 62.5% entre 1A'y
docentes en dilemas éticos, pero con enfoques distintos: la
IA prioriza el analisis utilitario de resultados, mientras los
docentes enfatizan la empatia y principios morales. Esto
confirma el valor complementario de la IA para desarrollar
conciencia ética, pero reafirma la indispensabilidad del
juicio humano en decisiones educativas sensibles que
requieren compasion y contextualizacion.

4. Shalevska (2024) /
Macedonia del Norte

Human Rights in the
Age of Al:
Understanding the
Risks, Ethical Dile

Progreso vs. Privacidad: Innovacion tecnoldgica
que requiere datos versus proteccion de la
intimidad personal

El estudio advierte que el desarrollo de la IA, aunque
transformador, amenaza derechos humanos fundamentales
mediante tres riesgos principales: vulneracion masiva de
privacidad, perpetuacion de sesgos por discriminacién
algoritmica, y amenaza a la propiedad intelectual. La
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mmas, and the Role of
Education in Mitigating sociales
Creacién autonoma vs. Propiedad intelectual:
Desafio de atribuir autoria en obras generadas

Threats

Eficiencia vs. Equidad: Automatizacion

por IA

algoritmica que perpetta sesgos historicos y

investigacion concluye que la educacion constituye el pilar
esencial para mitigar estos riesgos, posicionando a los
educadores como actores clave en la resolucion de estos
dilemas éticos.

5. Espinosa et al.
(2025) / Ecuador

La inteligencia
artificial en la
educacion: Una
revision sistematica de
aplicaciones, beneficios
y desafios éticos

entrenamiento

Personalizacion vs. Privacidad: Conflicto entre la
recoleccion de datos para adaptar la ensefianza y
la proteccion de la intimidad estudiantil
Objetividad vs. Sesgo: Tension entre la promesa
de neutralidad algoritmica y la perpetuacion de
desigualdades existentes en los datos de

La revision confirma que la 1A mejora el aprendizaje
mediante personalizacion y optimizacién de procesos, pero
enfrenta tres retos principales: brecha digital, capacitacion
docente insuficiente y dilemas éticos sobre privacidad y
sesgos algoritmicos. Una implementacion exitosa requiere
equilibrar innovacion tecnolégica con equidad educativa y
responsabilidad ética para garantizar su sostenibilidad.

6. Garcia (2025) /
Ecuador

La Inteligencia
Acrtificial como
herramienta para el
disefio de estrategias
didacticas e
intervencion juridica en
la educacion superior
ecuatoriana

defensa

acceso

historicos en decisiones legales

Eficiencia vs. Debido Proceso: Agilizacion
judicial versus opacidad que vulnera derechos de

Innovacion vs. Equidad: Implementacion
tecnoldgica versus ampliacion de brechas de

Automatizacion vs. lgualdad: Optimizacion
algoritmica versus perpetuacion de sesgos

El estudio reconoce el potencial de la IA para transformar
la educacion juridica en Ecuador, pero identifica tres
barreras principales: brecha digital, falta de regulacion
especifica y formacion docente insuficiente. En el ambito
judicial, la opacidad algoritmica amenaza derechos
fundamentales como el debido proceso. Su implementacion
exitosa requiere un marco regulatorio sélido, capacitacion
especializada y supervision ética continua.

7. Gallent et al. (2024) /
Espafia

Inteligéncia Artificial:
entre riscos e
potencialidades

perpetuando sesgos existentes

Innovacion vs. Inclusion: Tensidn entre adoptar

tecnologias avanzadas y ampliar las

desigualdades por falta de acceso o competencias

digitales

Personalizacion vs. Privacidad: Conflicto entre la
recoleccion de datos para adaptar la ensefianza y
la proteccion de la intimidad estudiantil
Eficiencia vs. Equidad: Riesgo de que los
algoritmos prioricen la optimizacion operativa

El estudio reconoce el potencial de la IA para transformar
la educacion mediante personalizacion del aprendizaje,
tutorias inteligentes y monitoreo del desempefio. Sin
embargo, advierte que su implementacion sin salvaguardias
puede agravar desigualdades, identificando tres riesgos
criticos: vulneracion de privacidad estudiantil,
reforzamiento de sesgos algoritmicos y ampliacion de la
brecha digital. Concluye gue se requieren marcos éticos y
regulatorios robustos, con participacion activa de
educadores y policymakers, para asegurar que la IA
promueva equidad en lugar de discriminacion.
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8. Khan (2024) /
Nigeria

Ethical Dilemma Of
Acrtificial Intelligence
in education: balancing
automation and human
teaching roles: a review

Eficiencia vs. Empleo: Automatizacion que
mejora productividad pero amenaza roles
educativos tradicionales

Innovacion vs. Integridad: Herramientas de
aprendizaje que pueden facilitar el plagio y
fraude académico

Personalizacién vs. Privacidad: Recopilacion de
datos estudiantiles que vulnera la
confidencialidad

Objetividad vs. Sesgo: Algoritmos que perpetian
desigualdades sociales existentes

La IA revoluciona la educacion mediante la
automatizacion, personalizacion y optimizacién de
procesos. Sin embargo, plantea cuatro desafios éticos
cruciales: 1) posible desplazamiento de docentes, 2) riesgos
a la integridad académica, 3) vulnerabilidad de datos
estudiantiles, y 4) sesgos algoritmicos que comprometen la
equidad. La investigacion subraya la importancia de
equilibrar tecnologia y factor humano, recomendando
marcos de gobernanza, politicas claras y directrices éticas
para garantizar una implementacion transparente e
inclusiva.

9. Akguny Greenhow
(2022) / Estados
Unidos

Acrtificial intelligence
in education:
Addressing ethical
challenges in K-12
settings

Vigilancia vs. Bienestar: Monitoreo estudiantil
que vulnera privacidad bajo pretexto educativo
Personalizacion vs. Autonomia: Plataformas que
guian aprendizaje restringiendo libertad
educativa

Eficiencia vs. Criterio docente: Sistemas
automatizados que erosionan el juicio profesional
del profesor

La IA transforma la educacion K-12 mediante plataformas
personalizadas y evaluacion automatizada, pero sus
dilemas éticos suelen subestimarse. Este estudio enfatiza
que la comprension de estos desafios por parte de docentes
y estudiantes es crucial para una implementacion
responsable. Como solucion, propone recursos educativos
concretos (MIT Media Lab, Code.org) para ensefiar a
navegar estos riesgos, equilibrando los beneficios de la 1A
con la necesaria mitigacion de sus impactos negativos.

10.  Dave (2025) /
India

The ethical
implications of
Al in education

Eficiencia vs. Transparencia: Sistemas complejos
que optimizan procesos pero cuyas decisiones
resultan inescrutables

Personalizacion vs. Libertad: Adaptacion
curricular que limita la autonomia y desarrollo
del estudiante

Innovacion vs. Igualdad: Tecnologia avanzada
que puede ampliar brechas educativas y sociales
existentes

La IA educativa presenta una dualidad: potencia la
personalizacion y eficiencia, pero genera riesgos éticos
como opacidad algoritmica, mal uso de datos estudiantiles,
amplificacion de desigualdades e impacto psicoldgico. El
estudio concluye que se requiere una gobernanza ética con
algoritmos transparentes y marcos colaborativos que
involucren a la comunidad educativa para garantizar
equidad, autonomia estudiantil y bienestar, transformando
asi la 1A en una herramienta de innovacion responsable.

11.  Nguyenetal.
(2023) / Finlandia

Ethical principles for
artificial intelligence in
education

Estandarizacion vs. Contexto: Tensién entre
principios éticos universales y su adaptacién a
realidades locales diversas

A pesar del potencial transformador de la 1A educativay la
proliferacion de directrices éticas, persiste una falta de
consenso global sobre sus principios rectores. Este estudio
responde mediante un analisis tematico de politicas
internacionales, proponiendo un marco unificado de
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Progreso vs. Autonomia: Conflicto entre usar principios éticos. EI marco busca guiar integralmente a
datos para mejorar el aprendizaje y respetar la todos los actores educativos en el desarrollo e

soberania del estudiante implementacion de una IA confiable, y servir como base
Velocidad vs. Precaucion: Disyuntiva entre para futuros estudios de impacto en el campo educativo.

implementacidn agil y evaluaciones éticas
exhaustivas
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La IA se revela, en ultima instancia, como un
espejo tecnoldgico que devuelve a la educacion su
pregunta fundamental, el significado del ser
humano en un mundo crecientemente mediado por
inteligencias no humana. Los marcos filoséficos
analizados, del posthumanismo al humanismo, de la
ontologia a la epistemologia, no ofrecen respuestas
definitivas, sino que delinean el espacio mismo
donde debe librarse esta batalla conceptual. La
verdadera disyuntiva no es entre adopcion o
rechazo, sino entre una implementacion acritica que
naturalice la tecnologia como destino y una
apropiacion reflexiva que la subordine a un
proyecto educativo deliberado. En este reino
intermedio, el imperativo ya no es solo ensefiar con
IA, sino aprender a pensar filosoficamente sobre
ella, reafirmando que toda tecnologia educativa es,
en esencia, una tecnologia del yo y de la
convivencia.

Frente a la diversidad de dilemas éticos que la
IA introduce, la educacion se enfrenta a una prueba
de integridad. La paradoja es profunda, para
personalizar, debe vigilar; para optimizar, puede
discriminar; para asistir, podria suplantar. Superar
estas tensiones requiere trascender la bldsqueda de
soluciones técnicas superficiales o regulaciones
reactivas. El desafio es de arquitectura moral, se
trata de disefiar sistemas educativos donde la
equidad esté codificada en el algoritmo, la
transparencia sea una caracteristica no negociable y
la privacidad se erija como derecho fundamental.

Esto exige una gobernanza distribuida donde
desarrolladores, educadores, estudiantes y politicos
compartan la responsabilidad de cultivar un
ecosistema en el que la 1A no compita con la
inteligencia humana, sino que amplifique la
capacidad colectiva para el juicio prudencial, la
empatia contextual y la sabiduria practica que
constituyen el nacleo irreductible de una educacion
verdaderamente humana.

DISCUSION

Los hallazgos de esta revision sistematica
permiten establecer un didlogo critico con la
literatura académica no incluida en el corpus de
analisis, identificando tanto consensos como
matices significativos en la comprension de los
fundamentos filosoficos y dilemas éticos de la IA en

Adolfo José Apaza Condori

educacion. Esta comparacion con autores externos
a la revision enriquece la contextualizacion de los
resultados y revela aportes distintivos del presente
estudio.

En el ambito de las bases filosoficas, los
resultados coinciden con las posturas de Hosseini y
Sakhaei (2025), que reconocen a la 1A como un
fendmeno que redefine las relaciones de poder
episttmico y cuestiona los fundamentos del
conocimiento educativo. Igualmente, se observa
sintonia con la perspectiva de Adewojo (2025),
sobre la necesidad de repensar la 1A en entornos
tecnoldgicamente mediados. Sin embargo, mientras
autores como Hallstrom (2022), enfatizan un
determinismo tecnolégico que subordina lo
educativo a lo digital, y Ranyal et al. (2022),
conciben la  tecnologia como  estructura
condicionante, esta revision revela una realidad mas
compleja donde emerge un espacio de negociacion
dialéctica, el Zwischenreich, que matiza visiones
puramente deterministas y sugiere una interaccion
mas dialéctica entre agentes humanos y
tecnoldgicos.

Respecto a los dilemas éticos, se corrobora con
investigadores como la de Boateng y Boateng
(2025), la naturaleza estructural de los sesgos
algoritmicos y su impacto en la equidad educativa,
asi como con los planteamientos de Holzmeyer
(2021), sobre modelos y algoritmos que perjudican
de manera sistematica y opaca a Qrupos
poblacionales vulnerables, escalando la injusticia
social bajo una apariencia de objetividad técnica. La
tension entre personalizacion y privacidad coincide
con las alertas de Jindal y Gouri (2024) y
Selvakumar et al. (2025), sobre los las burbujas de
filtro o cAmaras de eco algoritmicas en entornos
digitales.

En el plano de la gobernanza y valores
educativos, se identifican puntos de contacto con los
planteamientos de Mura y Stehlikova (2025), sobre
la necesidad de preservar el desarrollo humano
integral frente a tendencias utilitaristas. Asimismo,
existe coincidencia con Koutsikouri et al. (2024), en
cuanto a la importancia de mantener espacios para
el juicio contextual y la sabiduria préctica en
entornos  crecientemente  automatizados.  Sin
embargo, mientras que Islam et al. (2024), enfatiza
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la potencialidad de los sistemas colaborativos, los
hallazgos de esta revision sugieren que la
implementacion actual de la 1A en educacion tiende
mas hacia logicas de optimizacién individual que de
construccién colectiva, marcando una divergencia
significativa con las visiones méas utopicas de la
tecnologia educativa.

En sintesis, la comparacion con autores ajenos
a esta revision evidencia que, si bien se confirman
alertas  previas sobre riesgos  éticos vy
transformaciones filoséficas, los hallazgos actuales
matizan visiones deterministas y profundizan en la
naturaleza relacional de la agencia, avanzando hacia
una comprension mas dialéctica de la co-
constitucion entre humanos y sistemas inteligentes
en educacién. El concepto de Zwischenreich,
dominio liminal, emerge como aporte distintivo
para comprender este espacio de negociacion
permanente, superando dicotomias simplificadoras
y proponiendo una visibn mas matizada de las
transformaciones educativas en la era de la
inteligencia artificial.

CONCLUSIONES

El andlisis evidencia que la integracion de la 1A
en la educacion demanda una reflexién profunda
que articule sus bases filosoficas con los urgentes
desafios éticos identificados. Trasciende su funcion
instrumental para convertirse en un evento
filos6fico que cuestiona los fundamentos de la
educacion. Los enfoques posthumanistas y
transhumanistas desafian la centralidad humana,
mientras la ontologia y epistemologia revelan la
manera en que los algoritmos reconfiguran el
conocimiento y la agencia, exigiendo replantear la
condicion humana en entornos tecnomediados.

Se identifican cuatro dilemas éticos principales:
privacidad vs. personalizacion, eficiencia vs.
equidad, autonomia humana vs. automatizacion, y
responsabilidad difusa. Estos conflictos surgen de la
tension entre optimizacion técnica y valores
humanistas, requiriendo marcos que equilibren
innovacion  con  protecciobn de  derechos
fundamentales en entornos educativos.

La implementacion de IA en educacion genera
una  dualidad irreductible,  potencia la
personalizacion y eficiencia, pero simultaneamente
amenaza con deshumanizar el aprendizaje. Esta

Adolfo José Apaza Condori y Richard Jorge Torrez Juaniquina

tension exige redefinir los roles docentes,
desarrollar nuevas competencias digitales criticas y
mantener el juicio humano como elemento central
en la toma de decisiones educativas sensibles. De
ahi, la necesidad de implementar marcos de
gobernanza ética con algoritmos transparentes y
auditoria continua. Desarrollar politicas educativas
que prioricen la equidad sobre la eficiencia.
Fortalecer la formacion docente en competencias
digitales  criticas.  Promover investigacion
longitudinal ~ sobre  impactos  psicosociales.
Establecer comités éticos multidisciplinares para
evaluar implementaciones de IA.
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